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Abstract—Deteriorating air quality is of great concern 

around the world. Recently, citizen scientists, researchers, and 

many others have used low-cost devices such as the Shinyei 

PPD42NS dust sensor to measure particulate matter pollution 

in both developed and under-developed countries. However, 

few articles exist specifically on the features and performance of 

these sensors. Some have shown mixed results in terms of 

precision, accuracy, and repeatability, especially for portable 

applications. Frequently, users assemble the electronics and the 

sensors applying simple guidelines, using electric schematics, 

and coding extraneous algorithms to get questionable data. 

There is a need to better understand how it works exactly, its 

limitations and the effect of the program used to interpret the 

outputs of this sensor. This article provides a short electronic 

analysis of the Shinyei PPD42NS dust sensor and shows that the 

internal sensor electronic design (filters and detection stage) as 

well as the used data processing algorithm, limit its precision 

and accuracy by generating nonlinearities and biases. These 

issues avoid some applications like moving ones and imply that 

the algorithm used to process the sensor signals must be clearly 

presented in future articles. 

 
Index Terms—Low-cost sensors, PM sensors, atmospheric 

aerosols, air pollution.  

 

I. INTRODUCTION 

Air quality measurement can greatly benefit from accurate 

but inexpensive measuring instruments to expand spatial 

coverage and bridge gaps between personal exposure and 

ambient concentrations [1], [2]. This is especially true for 

cities in low-income countries, given the higher levels of air 

pollutants they endure and the smaller budgets for air quality 

monitoring they spend. Budgets for research and 

environmental issues could be 100 times smaller in 

developing countries (for example, in France the 

environment ministry budget 2019 is 34.2 bn euros and the 

total government budget is 229 bn euros, which represents 

15%, in Colombia, for example, it is 0.14%). Many civic 

initiatives on air quality monitoring like Air Casting 

[http://aircasting.org/] in USA, SIATA [https://siata.gov.co/] 

in Colombia or Air Citizen [http://aircitizen.org/] in France, 

have sprouted in recent years [3]. This could explain the 

increasing demand for low or ultra-low-cost dust sensors like 
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the Shinyei PPD42NS. However, literature shows variable 

results in terms of precision and repeatability for this kind of 

sensor. Some authors [4]-[14] showed good correlations can 

be obtained between this kind of sensors and some of the 

most commonly referenced optical instruments like 

Dust-Trak, DustMate, Dylos, or TEOM (Tapered Element 

Oscillating Microbalance) or BAM (Beta Attenuation Mass) 

devices for prolonged exposure and stationary use. However, 

the Shinyei low-cost dust sensor output is either noisy, 

inaccurate, or non-linear for short time exposures and in both 

urban environments [6]-[8] and low particle concentrations 

[8], [9], [15], [16], humidity-dependent [6], and 

particle-size-dependent [11]. This, especially in the case of 

new portable applications, [17] leads to poor accuracy and 

noisy, unusable data. It is challenging to find a common 

pattern between data accuracy and a condition of use 

(humidity, temperature, particle source, etc.) that allows the 

user to predict the sensor measurement accuracy for a given 

experiment. In fact, few articles analyze how the Shinyei 

PPD42NS dust sensors functions in different conditions. 

While some studies conduct thorough evaluations [6], [8], 

[11], [18], some others describe approximate or inexact 

functioning information (http://aqicn.org/sensor/shinyei/). 

The problem is that many times, users, including re-searchers, 

simply reuse electric diagrams and algorithms directly 

downloaded from some websites without any adaptation (like 

in [19]). Many sensor users use data approximations based on 

linear regressions to get data from the Shinyei sensor, which 

works well for some applications, but, due to the lack of 

understanding of the sensor operation, it is impossible to 

extend those results to other situations. This article aims at 

clarifying the internal functioning of the Shinyei PPD42NS 

dust sensor and gives recommendations on how to improve, 

as far as possible, its performance for a variety of user 

applications. 

 

II. THE SHINYEI PPD42NS SENSOR 

A. Dust Sensor Technologies 

Methods to measure particulate matter are based on four 

principles: gravimetric, mechanical, radioactive, and optical 

method. Each method can give different information and 

should be selected carefully, according to its intended 

application. The mechanical and filter-based gravimetric 

methods directly measure the mass of dust particles in a given 

volume of air. The gravimetric method is a U.S. Federal 

Reference Method [20]. The optical and radioactive methods 

measure the number of particles in a given volume from the 

Mie diffusion theory [21] and from the β 
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absorption/attenuation phenomenon, respectively. To obtain 

mass concentrations from these last two methods the number 

of particles must be converted into mass by assuming the 

particle density. There are also artifacts related to the 

chemical composition of the particles, which affect its 

refraction or diffusion properties, and its hygroscopicity. 

Moreover, the airflow stability inside the sensor can also 

affect the particle concentration estimation [22].  

Sharp GP2Y1010AU0F, Shinyei PPD42N(S or J) and 

PPD60PV-T2, Syhitech DSM501A, Samyoung DSM501 or 

Amphenol/Telaire SM- PWM-01A are the most common 

used ultra-low-cost dust sensors in citizen proyects, and all of 

them use the same optical measurement principle. The 

Shinyei PPD42NS sensor seems very popular due to its very 

low cost ($ 8 - 15 USD) and apparent ease of use. Note that 

the Shinyei PPD42NS, Syhitech DSM501A and Samyoung 

DSM501 sensors are identical and produce the same 

PWM-like output (Pulse Width Modulation signal with 

variable frequency and duty cycle). Therefore, this analysis 

also applies to these three sensors. 

B. Electronic Description 

Allen [1] wrote a technical document (reverse engineering 

report) on the Shinyei PPD42NS sensor, and this article aims 

to supplement this work. The Shinyei PPD42NS sensor is 

based on the optical diffusion detection of dust particles that 

pass through it, between a light source, an infrared light 

emitting diode (LED), and a photodiode detector (Fig. 1, 

from 

http://www.takingspace.org/make-your-own-aircasting-parti

cle-monitor/). An air flow between two openings in the 

plastic cover (called “Intake” and “Exhaust” in Fig. 1) is 

produced by a power resistor that heats the air in the optical 

chamber. 
 

 
Fig. 1. Internal components (from Michael H., “Taking Space”, October, 

2013, 

http://www.takingspace.org/make-your-own-aircasting-particle-monitor/). 

Note: The top plastic cover was removed. 

 

The detection stage is followed by two filters based on a 

general purpose, single-supply, bipolar operational amplifier 

(OAMP) model NJR/NJM2902. Dust particles modulate the 

current that passes through the photodiode and, consequently, 

the voltage at the point referenced TP16, as showed Fig. 3, 

for small size particulate matter (here, incense smoke). The 

steady state of this signal is about 1.52 V but depends on the 

supply voltage (here, 4.66 V), and changes positively when 

particles pass through the sensor, due to the light diffusion. 

After the detection stage, the photodiode signal passes 

through two filters that constitute a 2nd-order band-pass filter, 

whose response is shown Fig. 4. The maximum gain of this 

filter is 616.6 (55.8dB) and the minimum phase shift is at 5.7 

Hz. The filter attenuates frequencies lower than 0.135 Hz and 

higher than 1175 Hz, as calculated by Canu et al. [22]. The 

two following OAMP cells constitute two inverted 

comparators that produce the two output pulse signals. Each 

possess its own threshold voltage named Vref1 and Vref2 in 

Fig. 2. Without any modification, those references are set to 

0.196 Vin for P1 and 1/2 Vin for P2. In addition, the user can 

adjust the P2 threshold voltage, either by connecting an 

external resistor or applying a given voltage between the pin 

"thresh" (sensor pin 5) and ground reference. 
 

 
Fig. 2. Diagram of the PPD42NS sensor from Allen, T., with test points 

location. © 2018 IEEE. Reprinted, with permission, from Canu et al. 

 

C. Functioning Principle 

Canu et al. [22]  have described the sensor functioning that 

is resume in Figure 3 and 4: the photodiode signal (red), the 

first filter’s output (blue), the second filter’s output (green) 

and the outputs P1 (purple) and P2 (cyan) for small 

concentration particles from incense smoke are plotted. All 

the experimental data shown in this article were collected 

through a National Instrument data acquisition card (DAC) 

USB-6211. The last stage of the circuit compares the filter 

output signal with the two threshold voltages. If the filter 

output voltage is higher than 0.196 × Vin, then pin P1 passes 

from high level to low level and if the output voltage filter is 

higher than 0.5 × Vin, then pin P2 passes from high level to 

low level. Figures 3 and 4 show real, low, and high signals, 

from incense smoke particles: TP16 input signal (blue curve) 

and TP7 output filter signal (red curve). P1 output level 

(purple curve) changes from high to low when TP7 signals 

overtake 0.98 V (the threshold voltage). When the TP7 signal 

goes below this same level, the output P1 goes back to the 

high ideal state (Fig. 3-Fig. 8). 
 

  
Fig. 3. Internal signals example (photodiode signal in red, first filter output in 

blue, second filter output in green, TP1 output in purple and TP2 output in 

cyan). 
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Fig. 4. Internal signals example (photodiode signal in red, first filter output in 

blue, second filter output in green, TP1 output in purple and TP2 output in 

cyan). 

 

The manufacturer has settled the threshold voltages for the 

two outputs: P1 is supposed to give information about 

particles size over 1 μm and P2 about particles over 2.5 μm 

(information from Shinyei [23]). 

D. The Low Pulse Occupancy Time 

P1 or P2 pulse generation is related to the particle size 

because Mie diffusion intensity depends on particle size [3]. 

According to Shinyei [23], P1 or P2 low pulse duration is 

supposed to be related to the number and size of dust particles 

that pass through the sensor (see fig. 8 in [24]), thus, to the 

PM concentration. Moreover, the sum of  P1 (or P2) low 

pulse duration in a given time, for example 30 s, is considered 

to be quasi-proportional to the concentration of dust particles 

(Fig. 9, in [24]): the ratio between the low output duration 

and the reference time is called Low Pulse Occupancy time 

(LPO). 

But what really represents the LPO measure?  
 

III. LPO MEASUREMENT ISSUES 

In fact, various phenomena can affect the LPO measure, as 

shown in the following. We can categorize those issues in 

two: issues that originate from the sensor principle (A and B), 

and electrical issues (C, D and E). 

A. LPO Non-linear Proportionality 

We call here “event” a “detection event”: when the 

photodiode output presents a variation from the steady state, 

that is to say, when something – a particle or a group of 

particles - passes between the diode and the photodiode. The 

proportionality postulated between each event duration (large 

or small particle detection) and the LPO time is not valid for a 

wide range of event durations. Fig. 5 and 6 show two events: 

a 56 mV pike (original photodiode signal) signal during 500 

ms, called Event 1 (Fig. 5), and a 57 mV pike signal during 

700 ms, called Event 2 (Fig. 6). As can be seen, the LPO time 

is 290 ms for Event 1 and 185 ms for Event 2. Hence, for 

these two similar events, the sensor gives two different 

outputs that differ by 100 ms. In fact, this unexpected result 

comes from the behavior of the two filters: the first signal 

Event 1 can be considered as a lower frequency signal than 

the second one (the first signal slope is lower). In summary, 

the high-pass filter induces a limitation for rapid input signal 

variations. 

This phenomenon brings a problematic non-linearity to the 

LPO signal output because the LPO time is not always 

proportional to the detection signal duration (from the 

photodiode) so, to the size or number of particles. 

B. Particle Size Discrimination Error 

Because each output gives information about the particle 

size above 1 or 2.5 μm, according to Shinyei [23], the number 

of particles with diameter lower than 2.5 μm, called PM2.5, is 

given by the subtraction of P2 LPO from P1 LPO. 

Nevertheless, this is only a rough approximation because, on 

the one hand, the sensor is unable to differentiate a large 

particle from a set of two or more small particles and, on the 

other hand, this only gives the concentration for particles 

between 1 and 2.5 μm (that is not equivalent to PM2.5). 

Hence, a non-trivial algorithm needs to be used to provide a 

good estimation of the particle concentration (see part IV). 

Moreover, as denoted in [25], the relation between LPO 

duration and particle size is not very clear. In fact, Fig. 3 and 

4 shows two event signals (in red, green, and blue) and the 

corresponding outputs (in cyan and purple). The first event 

(Fig. 3) produces a higher-level signal (TP4, in blue) than the 

second one but produces only a P1 output pulse (purple) 

while the second event (Fig. 4) produces a low pulse for both 

P1 and P2 (purple and cyan). A basic output treatment leads 

us to consider the second event as a large particle detection (> 

2.5 μm) and the first event as a small particle detection (> 1 

μm). In fact, the first event reached a higher level than the 

second did, but during a longer time. Therefore, the 

derivative of the detection signal is lower in the first case than 

in the second one. This does not necessarily mean that the 

first event corresponds to a smaller particle than the second 

one. Furthermore, as reported by various authors [8], [11], 

[26]-[28], the incense or cigarette smoke used in various 

experiments is composed of particles inferior to 2.5 μm, with 

a peak from 20 to 650 nm. Thus, the P2 output should not 

produce any low pulses, and P1 output should only produce 

few low pulses. This is not the case. So, it can be inferred 

than the P1 and P2 outputs also give information about 

particulate matter below 1 μm and then should be taken into 

consideration in a specific manner (not only for size 

discrimination).  
 

 
Fig. 5. Internal signals when a short event occurs. 

 

C. Supply Variation 

As mentioned by Canu et al. [22], the two threshold 
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voltages are supply dependent, so the outputs pulse duration 

is also supply-dependent. In fact, because the threshold 

voltages come from voltage dividers (red circles in Fig. 2), 

any supply drop gives a threshold drop in proportion of the 

divider ratio. For example, if the supply voltage drops by 5%, 

the P2 thresh-old drops by 2.5%. Hence, the LPO time of 

either P1 or P2 is susceptible to change without any relation 

to the particles size or number, for which reason it is highly 

recommended to filter the power supply Vin (in Fig. 2) by a 

large capacitor. 
 

 
Fig. 6. Internal signals when a large event occurs. 

 

 
Fig. 7. Internal signals in case of OAMP saturation (in blue). 

 

D. OAMP Saturation 

Another non-linearity source appears in the internal sensor 

signals, which is an "unexpected" saturation effect from the 

OAMP. Fig. 7 shows an example of this phenomenon in case 

of high particles concentration (from incense smoke). In the 

two cases, the input signal from the photodiode reaches a 

high level and so the corresponding output of the first filter. 

Due to this high level and the filter gain, we can observe the 

saturation of the OAMP output (blue curve). In fact, this is 

not unexpected because the OAMP used by Shinyei present a 

Maximum Output Voltage Swing of 3.5V like the others 

low-cost OAMP in this category (LM324-like). Hence, it is 

an inherent characteristic of this sensor and nothing can be 

done to limit this phenomenon. Because the saturation occurs 

between the two filters, this induces a duration limit from the 

second filter. For this filter, the signal seems to be a step and 

the high-pass cell cuts this apparent continuous signal 

according to the step response of such a filter (green signal 

drops in Fig. 7). As in the previous case, this behavior brings 

a non-linear response between particles detection and LPO 

time. 

E. Output Oscillations 

Another common unexpected phenomenon that could 

occur is presented in Fig. 8. When the filter output signal 

reaches a level close to the threshold level, some oscillations 

appear (independently of the input signal from the 

photodiode). In the presented case, each output state change 

lasts about 5 ms: this, depending on the method used to 

measure the LPO time, could make the total event duration 

equal to zero if the program lasts more than 5 ms to compute 

a loop. Hence, in this case the total information is lost. 
 

 
Fig. 8. Internal signals with P1 output oscillations. 

 

IV. LPO MEASUREMENT ALGORITHM ISSUES 

In the literature, many articles since 2015 have shown 

results from the PPD42NS alone or comparison between the 

PPD42NS and other sensors [4]-[14], [16], [18], [19], [25], 

[29]. None of those articles present or give any precise 

information about the first stage of data processing. However, 

the sensor does not directly give the particulate matter 

concentration, unlike more sophisticated low-cost sensors 

(from manufacturers like Nova or Plantower). As illustrated 

in fig. 9, the PM concentration estimation (I4 column) is the 

result of a processing chain from the particulate matter 

detection (I1) that passes through 3 different treatment stages 

(F1, F2, F3). So, the PM estimation stage (F3) used to 

calculate the particulate matter concentration from the LPO 

ratio, and the program code that computes LPO ratio from 

sensor outputs (P1, P2 or P1 and P2, stage F2) impact the 

whole measure. Hence, if authors do not communicate about 

the program code and the output wiring, the findings could be 

hard to reproduce in the same or other contexts 

(independently of the PM estimation).     

 

 
Fig. 9. Data processing flow from detection stage to PM concentration 

estimation (in grey, the focus of the present study). 
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A. LPO Measurement Algorithms 

We found two main methods in the literature to measure 

the LPO for this sensor (represented by OP1 and OP2, at 

stage F2 in Fig. 9). The first, measures the LPO directly using 

C code: We call this the Direct Measure Method (DMM). 

Projects like Luftdaten en Europe (https://luftdaten.info/) use 

this method. The second, uses a built-in function like 

pulseIn(), called here Indirect Measure Method (IMM) which 

is only available for Arduino©-based platforms, (see 

AirBeam project  

https://github.com/HabitatMap/AirCastingAndroidClient/bl

ob/master/arduino/aircasting/aircasting_shinyeiPPD42NS.in

o). It is important to note that only the DMM allows an 

adequate treatment for both P1 and P2 outputs. The use of the 

built-in function pulseIn() works only for one of the two 

outputs. As indicated in Shinyei’s application note [23], to 

calculate the PM2.5 concentration, the two outputs should be 

used. Therefore, if only P1 output is used [6], all the particles 

with size over 1 μm will generate a low pulse, hence, this 

cannot give a pretty correct PM2.5 concentration estimation. 

However, it is a common method especially in case of 

Arduino© processor implementation, which is a common 

low-cost platform for citizens projects but also for many 

students’ projects. 
 

 
Fig. 10. The IMM code. 

 

B. Direct Measure Method 

The DMM computes the duration of the two outputs 

during a given sample time, detecting the low-to-high and 

high-to-low changes of both signals. Fig. 10 shows the DMM 

algorithm: if the code detects the beginning of an “event”, 

that is to say an high-to-low change on P1 or P2 input, a 

particle (or a group of particles) has passed through the 

detection device, so the current time is recorded (lines 11 and 

16). If a low-to-high change is detected, then the event is 

ending, and the code measures the time elapsed since the 

beginning of the event (lines 13 and 18) by adding to the 

duration the rest of the current time to the starting time. When 

the sample time is reached (line 20), the LPO ratio is 

calculated by dividing the cumulative duration of the events 

by the sample time. This ratio, between 0 and 100 %, can then 

be used to calculate the particles concentration from a 

calibrating curve provided by the manufacturer (like in [23]) 

or found experimentally (like in [4], [5], [9], [14]).  

 
Fig. 11. The DMM code. 

 

C. Indirect Measure Method 

The IMM uses a built-in Arduino© (this is a very popular 

development platform based on ARV processors) function, 

generally pulseIn(), to detect and measure the P1 or P2 low 

pulse. After the measure, as shown in Fig. 11, the current low 

pulse duration is a sum of the total duration and when the 

sample time is reached (line 6); then the algorithm computes 

the LPO as in the precedent case. 

The main problem here is that this built-in function cannot 

process more than one input at the same time: P1 or P2. The 

second problem is that during the function processing, it is 

not possible to execute any other instruction because the 

function code waits for the end of the pulse before returning 

the duration to the main code. Moreover, if the built-in 

function is called during a pulse, then the internal code waits 

for a low-to-high signal before starting the detection routine 

and, therefore, only the next pulse will be processed. In this 

case, the current pulse is lost.  

D. Measure Method Impact Evaluation 

The two methods give inaccurate LPO measurements 

when the algorithm measurement period expires during an 

output low pulse. In this case, the current low pulse duration 

is lost. Generally, this issue is untreated but can be easily 

fixed by detecting it, summing up the current elapse time in 

the current period and then restarting the timer for the next 

event. Off course, this has lower significance for large 

measurement intervals like 30 s or more. However, because 

many new mobile applications require short data acquisition 

time (1-3 s for example), the significance of this issue 

increases because the ratio between LPO time and sample 

time also increases. The impact of this could be different if 

the user implements IMM or DMM code, generating a 

random pulse counting, so an uncertain LPO measure, 

especially for low sample times. 

To evaluate this differential impact between IMM and 

DMM methods according to the sample time, we conduct a 

comparative experiment. In fact, we want to compare the 

LPO ratio measure from P1 for the IMM method, and from 
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P1-P2 for the DMM method (the grey zone from I2 to I3 in 

Fig. 9). So, we must compare raw data (LPO ratio) and not 

processed data (like PM concentration estimation) to not 

adding the PM estimation effect. So, a calibration or a 

monitoring with a precise reference sensor/apparatus is not 

necessary during the test since it is a relative comparison.       
 

 
Fig. 12. Dual measure experiment. 

 

The difference in LPO measurement through these two 

methods was evaluated connecting two identical processors 

(two Arduinos© Pro microprocessors, Fig. 12) to the same 

sensor and used synchronized programs to measure sensor 

output at the same time (Grafcet algorithm Fig. 14), one runs 

as master and the other one as slave.  
 

 
Fig. 13. Algorithm used to synchronize the two Arduinos. 

 

The programs used are the same as in AirBeam project [30] 

for IMM and as in Luftdaten Project [31] for DDM, with a 

software/hardware barrier synchronization algorithm [32] to 

ensure an identical start time for the LPO measurement (fig. 

13). In fact, each processor uses the same sample time 

between 1 and 30 seconds, but with an independent clock. So, 

the barrier algorithm is necessary to get the same event as 

measure starting point. The sensor was placed in a vertical 

position in a 0.08 m3 plastic box and after the recommended 

warm-up time [22], incense smoke was introduced or filtered 

with an EPA filter to control the PM2.5 concentration in the 

box. The particle concentration was monitored with a 

Plantower PMS5003 low-cost sensor to guarantee at least 

three variations between 5 and 600 μg/m3 during each test. 

The PMS5003 sensor gives an underestimated PM2.5 

measure by a ratio of 1.6 (the factor was found comparing the 

Plantower measure to a Gillian air sampling pump measure, 

from five 24h tests in the street) but with a good accuracy 

reported by previous studies with this kind of sensors [15], 

[33]. However, the PMS sensor was only used to control the 

variations limits of the concentration into the box and not the 

exact concentration, so a more precise calibration was not 

required. As mentioned in [26]-[28], the distribution of 

incense smoke, like cigarette smoke [8], is centered on 

nanoparticles below 1 μm, so a low impact from large 

particles (≥ 2.5 μm) was expected. 

Table I shows that the correlation coefficient between 

DMM and IMM for the six experiments between 1 s to 30 s 

sample time (2nd column) is always inferior to 1. So, the IMM 

algorithm always computes an LPO ratio superior to the 

DMM algorithm ratio (fig. 15). This is quite surprising 

because the incense smoke does not contain large particles 

(>2.5 μm). In fact, the ratio in the DMM case is: (P1 LPO 

time – P2 LPO time)/Sample time. So, this difference should 

be inferior to P1 LPO time only in presence of large particles, 

which is not the case with incense smoke. 

Moreover, the difference between the Direct and the 

Indirect Method in P1 LPO ratio calculus lies essentially in 

the use of the pulsin(). Fig. 14 shows this difference, 

depending on the sample time. The P1 LPO time measuring 

by DMM algorithm is quite similar to the DMM one (with 

many null values) for small sample times. But for sample 

times over 5s, the DMM measure of P1 LPO time is on 

average superior to the IMM measure of P1 LPO time. This is 

essentially because the pulsin() function loses events, as said 

in part. VI.C. This is a direct LPO time measure method 

effect not yet reported in the literature. 
 

 

 
Fig. 14. P1 LPO time comparison (in µs) with Direct and Indirect Measure 

Method for 1s (top left), 10s (top right), 15s (bottom left) and 30s (bottom 

right). We can see that data points are in average above the y=x curve that 

indicates a P1 LPO time measure with DMM superior to the P1 LPO time 

measure with IMM. 

 

We can also observe that the average ratio between IMM 

and DMM increases with the sample time (nearer 1 when the 

sample time increases), and the measure dispersion is always 

higher for the IMM and increases as the sample time 
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decreases (Fig. 14). This is a direct combined effect of the 

detection/filtering process with the measurement algorithm. 

Below 15 s, and especially around 1 s sample time, the two 

methods present different behaviors, which could drive to 

some impacts on the concentration evaluation results. 

However, below 30 s, the IMM gives a measure that is more 

scattered than the DMM. This is coherent with the poor 

accuracy reported by the only author who has investigated 

the sample time impact on PPD42NS LPO measure [7, Fig. 3 

p. 525]. So, depending on the algorithm used, it is necessary 

to adjust the method/function that evaluates the PM 

concentration to the sample time. This has never been 

properly discussed in the literature. 
 

TABLE I: INFLUENCE OF THE SAMPLE TIME ON THE LPO MEASURE (N IS THE 

NUMBER OF DATA POINTS) 

Sample Time (s) Corr. Regr. DMM=f(IMM) y = ax + b n 

30 0.993 0.97x + 0.09 268 

15 0.978 0.89x + 0.4 412 

10 0.981 0.95x + 0.57 548 

5 0.938 0.76x + 0.93 896 

3 0.827 0.70x + 1.28 374 

1 0.58 0.44x + 5.63 1500 

 

 
30s sample time 

 
15s sample time 

 
5s sample time 

 
Fig. 15. IMM vs DMM method for 30, 15, 5 and 1 s sample time. In blue, the 

DMM=f(IMM) linear regression and in red, the IMM=f(DMM) linear 

regression. As we can see, the less the sample time is, the lower the 

correlation between the two methods is and the higher the data dispersion is. 

 

V. DISCUSSION 

As mentioned by some authors like Holstius et al. [7]; 

Johnson et al. [9] or Kelly et al. [33], the low-cost dust sensor 

Shinyei PDD42N could be appropriate for some stationary 

applications. For example, it can be used to measure indoor 

PM2.5 concentrations during large periods (with a 30 s or 

higher sample time). However, as demonstrated in this article 

and in Canu et al. [22], due to some inherent characteristics 

of it, many applications may require a careful implementation, 

complex calibration [6], [10] and other applications should 

be avoided. For example, the non-linear behavior of the 

sensor due to the filter characteristics and the algorithm used 

to compute the measure prevent accurate mobile applications. 

We saw that the algorithm used, which depends on the 

hardware platform, impacts the LPO time/ratio measure (in 

terms of magnitude and measure dispersion). Because it is 

impossible to process the two outputs of the sensor at the 

same time, it is not recommended to use faster built-in 

functions like pulsin() to measure the LPO time (IMM). 

Moreover, although the DMM is the reference method to 

process the two outputs of the sensor, it needs enough sample 

time to compute the LPO without losing information. It can 

be noted that those issues could also depend on the speed of 

the processor and the kind of programming language used 

(assembly code allows faster execution time than C code for 

example). However, in common situations (Arduino©-like 

platforms and C code) the sample time must be higher than 15 

s, and for better results, higher than 30 s, to minimize the 

method effect on measure dispersion. For those reasons, it 

seems impossible to use it for mobile applications on bicycles, 

motorcycles, or cars. For example, the average speed for a 

bicycle ride is 16 km h-1, so in 30 s the sensor travels 133 m, 

which makes unprecise any study in an urban context. 

Additionally, as shown in Canu et al. [22], the air flow 

perturbation produced by the sensor movement (or some 

wind) could also affect the airflow through the sensor and so 

the output of the sensor. Finally, for static applications, as 

demonstrated by some authors [6], [10], [32], [33], it is 

possible to reach an acceptable accuracy by integrating the 

measure during a large operation time and using a suitable 

humidity correction. In some cases, the results are closed to 

those given by more sophisticated and expensive sensors, but 

present always a quite important error [7], [16] and require 

complex calibration (Artificial Neural Network [6], Gradient 

Boosting Model [10]). Adding a fan to the sensor could also 
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improve its performance, guaranteeing a more precise 

response for low concentrations and eliminating null values 

at low concentrations.  

 

VI. CONCLUSION 

Low-cost dust sensors, such as the Shinyei PPD42NS 

sensor, allow a wide-scale development of air quality 

measurement and monitoring projects. However, for accurate 

data collection, the users must pay attention to the 

mechanical and electronic implementation, as well as to the 

software processing used. Nevertheless, due to electronic 

characteristics, some information from the detection stage is 

lost during the signal conditioning. Any algorithm cannot 

compensate this loss of information nor any mathematical 

function outside the sensor. As demonstrated here, the data 

processing algorithm also impacts the LPO ratio measure; 

hence, this avoids a generalization of the results from an 

investigation to another one in an easy or "plug and play" 

manner if authors do not disclose any information about it. 

Consequently, in future research articles based on this sensor, 

details about algorithm used to process the data from the 

sensor should also be mentioned to facilitate the replication 

of the experiments with the same or different hardware 

platform. In particular, the number of outputs used (ideally 

P1 and P2), the method used to compute the LPO time, and 

the sample time should be presented.   
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